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Issues at Hand:

● Silent Error/Failure Detection at Kernel Level
● Limited long-term performance monitoring
● Everyone needs to be an expert

Workflow Inefficiencies:

● Manual Testing Process
● No Data Analysis Automation
● Individual Device Testing The Problem



Solution Overview
Comprehensive Data Analytics Dashboard:

● Takes user inputs on what to scan, how long, 
logging,  etc.

● Automates data collection and data storage
● Handles data analysis to be displayed on 

visual dashboard

Raw Data

Cleaned and 
Uploaded Data



Requirements Review
● Show kernel level operations to the end user through a visual dashboard.

● Store all previous kernel data for future analysis.

● Automate kernel level data collection.



Architecture Review



Implementation Review

Trace.pymain.py

Sanitization.py Formatter.py

Transmits input data to adjust 
Trace Program based on selection

Data from Trace run through 
Sanitizer and Formatter

sql_manage.py

Uploads data 
to DB

Flask Server

Svelte 
Dashboard

D3 Designs

Sends Data to Visualization



Prototype Review



GUI Interaction and Startup



Data Collection



Data Sanitization/Formatting



Silent Failure Identification

Nominal Data

Client Interest for Silent 
Failure?

Need more collections to understand



Data Upload to Database



Dashboard/Visualization

When selecting 
a certain process



Challenges/Resolution
Challenges

● NVME Latency - Unable to work on 

system

● Visualization - Low documentation and 

compatibility for previous dashboard 

(Open search and Prometheus)

Resolution

● NVME Latency - Most recent Ubuntu 
version removed tracepoints entirely. 

Use current NVME Latency file on 
deprecated Version of Ubuntu with 

tracepoints existing
● Visualization - Research completed and 

will remain on flask, svelte and D3



Schedule



Testing Plan
Unit Testing Integration Testing Usability Testing

Refined Product

Test main 
functionalities of 
program

Observe System 
pipeline work

Have additional 
users and reviews 
to break program



Unit Test Example



Conclusion
Problem:

● Silent Failures, bad for companies who 
rely on SSD’s in their infrastructure.

● For SSD Manufacturers:
○ Long data collection process.
○ Money Loss due to time usage and 

manual actions.

Solution:

● Make R&D Process more efficient.
● System observability, insights, and 

analytics platform.



QUESTIONS?


